Hypothesis testing — a cheat sheet

There are two main groups of hypothesis tests:

1. tests about mean
2. tests about variance (standard deviation)

1. Hypothesis tests about mean
How many mean values are present according tegtet the task?

a. one
b. two
c. more than two

la. Hypothesis test about mean (one mean value)

- the test is called hypothesis test about a pojpulatiean

- we’re interested if the population mean is equa &pecific value which is known (a
constant)

- notation (HO): i = Ly

o if the population parameters are knowa, .(72,0') we use the formula (1) to

calculate the test statistic and the critical vakiealculated using a function
NORMSINV (1-a/2).

X-ko (1)
g

Jn
o if the population parameters are not known, we haveuse the sample

statistics insteadx,sf,sl). Then we have to decide on the sample sizeelf th
sample size > 30, we use the formula (2) to caleulae test statistic and the
critical value is calculated using a function NORIMS (1-a/2). If the
sample size <= 30, we use the formula (3) to cateuthe test statistic and the
critical value is calculated using a function TIN¥;n-1).

u =

u = % (2), we use a normal distribution
Jn

t = X -Ho (3), we use a Student t distribution
S
Jn

1b. Hypothesis test about mean (two mean values)
The samples could be:

I independent

il matched (dependent)
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1bi. Hypothesis test about the difference between eans of two populations
(independent samples)

- we're interested if the means are equal (with rif@iince) or not
- notation (HO): u4= >

o if the population parameters are knowsa, (72,0) we use the formula (4) to
calculate the test statistic and the critical vakiealculated using a function

NORMSINV (1-a /2).

u = H - Ho (4)

n2012 + nlag
NNy

o if the population parameters are not known, we haveuse the sample

statistics insteadx,slz,sl). Then we have to decide on the sample sizeelf th
sample size of BOTH samples is > 30 (i.e. n1 > 3DM2 > 30), we use the
formula (5) to calculate the test statistic and thiécal value is calculated
using a function NORMSINV {-a /2 If the sample size of at least one
sample is <= 30 (i.e. either n1 <= 30 OR n2 <= 3@),use the formula (6) to
calculate the test statistic and the critical vakealculated using a function
TINV (a;(n +n, - 2)).

X - X5 — - X - X s
u = =t 22 Gy ;2) = 12 2 —  5)(we use anormal distribution
N2Si1 + MSi N2Si1 + MSi
n.n, n.n,

t = X% RLEL. (6), wse a Student t distribution
\/(n1_1)5121+(n2‘1)5122 M+

n+n, -2

1bii. Hypothesis test about the difference betweemeans of two populations (matched
samples)
- we're interested if the means are equal (with rif@iince) or not
- notation (HO):xy = O
- this test is almost always performed on small sesfih <= 30) so we’ll not know the
population parameters at all, we’'ll use the samsfaéistics instead

o to calculate the test statistic, we use the fornfd)aand the critical value is
calculated using a function TINVa(n—-1).

o0 the test can also be performed using Tools/DatalyAisd-test: paired two
sample for means

(7), we use a Studattistribution
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1c. Hypothesis test about mean (more than two meamlues)
- the test is called Analysis of variance (ANOVA)

2. Hypothesis tests about variance (standard devian)
How many values of variance are present accordirtige text of the task?

a. one
b. two
c. more than two

Note: We do not need to check for the population parareeind sample size (as we need to
while conducting hypothesis testing about meanatShwhy hypothesis tests about variance
are much easie.

2a. Hypothesis test about variance (one value of iance)

- the test is called hypothesis test about a pdipalaariance
- we're interested if the population variance is édaaa specific value which is known (a
constant)

- notation (HO):o*2 = Jg

o to calculate the test statistic, we use the forn{8)aand the critical values
(there will be two critical values) are calculatading a function CHIINV
(1-a/2n-1)and @/2n- 1.

Y
)(2 :—(n 11&1 (8), we use a(z (Chi-square; read as ,kai") distribution
0o

2b. Hypothesis test about variance (two values ofviance)

- the test is called hypothesis test about varsuwtéwo populations
- we're interested if variances of two populati@me equal or not

- notation (H0)10'12 = 022

0 to calculate the test statistic, we use the fornf@)aand the critical value is
calculated using a function FINVatn —Ln, —-1). This test is always
specified as one-tailed test and so the numerdtdreoratio (s.°) should be
greater than the denominator of the ratig?si.e. denote the population
providing largest sample variance as population 1

2
F= % (9), we use a Fisher (F) distribution
S12

= Note: if the data set is present, i.e. you do not havg the sample
statistics, you can compute theest: Two Sample for variances using
Tools/Data Analysis (variable 1 and 2 range should be the same as
population 1 and 2 according to the values of sanwalriances, see
above).
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0 we can continue in hypothesis testing using att{tegothesis test about the
difference between means of two populations) devs!:

= if variances of two populations are equalthan we compute thetest:
two-sample assuming equal variances (the test can be performed using
Tools/Data Analysis/t-test: two-sample assumingaégariances)

= if variances of two populations are not equalthan we compute the
t-test: Two-sample assuming unequal variances (Behrens-Fisher test;
(the test can be performed using Tools/Data Ansitiysest: two-sample
assuming unequal variances))

2c. Hypothesis test about variance (more than twoalues of variance)

- the test is called Barttlet or Cochran test
- since Excel is not capable of performing sucks, twe’ll not discuss it in detail
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