List of statistical formulaswith description

Data sampling & sorting
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Descriptive statistics

: [
U= % (simple) or u = % (weighted)
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IQR = Q3 - Q1

R = max — min
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—_ Dhi )
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(simple) orx = Pk (weighted)

relative frequency

cumulative (absolute) frequency

cumulative relative frequency

width of interval (class); grouped

frequency distribution

number of intervals (classes); grouped

frequency distribution

population mean

sample mean

interquartile range

range

population variance

sample variance

population standard deviation

Elaborated by: Ing. Martina Majorova, Dept. of &tits and Operations Research, FEM SUA in Nitra



s=vs?

CV, = ; [100[%]

206 -%)

= (simple) or
3h

V= Z(Xi ;;3 | (weighted)
s
_ o)
V2 :—Z ()2 mX) -3 (simple) or
s
- L,
), = 2 - ;) -3 (weighted)
s

Theory of probability

no formulas

Point and interval estimate
est =X
et o’ =¢
esto=g

P(X-A<pu<x+b)=1-a
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)((zalz; n-1) Xé—alz; n-1) )

sample standard deviation

coefficient of variation

coefficient of skewness

coefficient of kurtosis

point estimate of mean

point estimate of variance
point estimate of standard deviation

interval estimate of mean

sampling error if n > 30

sampling error if n <= 30

interval estimate of variance

interval estimate of standard deviation
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Hypothesistesting (testsfor mean)
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sample size

hypothesis test about a population mean
if n> 30

hypothesis test about a population mean
if n<=30

hypothesis test about the difference
between means of two populations
(independent samples) if n > 30

hypothesis test about the difference
between means of two populations
(independent samples) if n <= 30

pdoghesis test about the difference
between meafisvo populations
(matched saespl

hypothesis test about a population
variance

hypothesis test about variances of two

populations
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Analysis of variance (ANOVA)

no formulas

Chi-squaretest for independence

((&b; )-(ab})o)®
)( ;(m-1)tk-1)) 2; @b )o

chi-square test for independence

m k =Y
Xaimate) =3 YL

i E

g [b; expecteeuencies
(a1 bj )0 = J

v | z Cramer’s V tazent

|' - Pearson’s C coefficient

Chuprov’é goefficient

} }r(v"l{m —)(k-1)

Regression and correlation analysis

Yan2) = _r test the significance of a correlation

1-r2 coefficient in sifapegression
n-2
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